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ML Lifecycle
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AI Lifecycle

stages

An activity

repertoire, not a 

flowchart

Our Focus: 
Training to 

Decommissioning

Requirements analysis

Collect training data

Prepare training data

Choose ML method

Develop classifier

Train classifier

Improve classifier

Implement ML system/model

Deploy ML system/model

Re-train/feedback loop

Performance monitoring of ML model

Maintenance

Decommissioning
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Threat Modeling for AI

•Reduce the gap between 

security practitioners and and

AI experts via a structured 

approach to identifying, 

quantifying, and addressing 

threats to AI

•Full technique presented here: 
https://github.com/LaraMauri/STRID

E-AI
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The Threat Modeling Process
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Identifying Assets

•What is it that you want to protect?

• Training/Test data 

• Inference results (e.g., containing intellectual property)

• Parameters/Hyperparameters (e.g., weigths, loss 

function)

•These also count as "assets"

• Storage/data lake

•Machines on the network
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ML DATA ASSET MODEL
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FAILURE MODES

Failure mode refers to how a 

device, equipment, or machine 

can fail. If there are several 

potential ways that something 

can go wrong, we say that it 

has multiple failure modes. We 

can also use the term 

‘competing risks.’
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STRIDE THREATS: GENERIC AND ML-SPECIFIC 

DEFINITIONS
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CIA3-R Hexagon

•We map the 

STRIDE threats 

to six key 

security 

properties 
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The overall mapping:

Assets, Properties, Threats

and Attacks
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Documenting Architecture

•Define what the system does and how it is 

used

• Ingestor collects data

• Library trains model (computes parameters)

• Sensor sends input

•Diagram the application

• Show subsystems

•Show lifecycle

• List assets
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The TOREADOR-Light Source Case Study
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Decomposing the Architecture

•Refine the architecture diagram

• Show authentication mechanisms

• Show authorization mechanisms

•Show technologies (e.g., Tensorflow)

•Diagram trust boundaries

• Identify entry points

•Begin to think like an attacker

•Where are the AI model vulnerabilities?

•What am I going to do about them?
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Documenting Threats

Theft of Training Data by Eavesdropping on Connection

Threat target Connections between sensors and ingestor

Risk

Attack techniques Attacker uses sniffer to monitor traffic

Countermeasures Use SSL/TLS to encrypt traffic

Theft of Inference Data via Key Steal

Threat target Sensors

Risk

Attack techniques Attacker physically accesses Root-of-Trust

Countermeasures Surveillance on sensor site



ku.ac.aeku.ac.ae

Tampering

Attack the training 

stream by  

tampering with 

data items

Injection

Connection 

between LIGHT 

and TOREADOR 

unathenticated

Credentials 

Compromised

Attacker has 

stolen LIGHT 

credentials to 

access 

TOREADOR

Unautheticated

Connection

Connection 

between LIGHT 

and TOREADOR 

unauthenticated

Credential 

Compromised

Attacker has 

stolen 

TOREADOR 

credentials to 

access LIGHT

OR

OR AND

Analyzing Threats: 

the Tampering 

Threat Tree
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Tampering

Attack the training 

stream by  

tampering with 

data items

Injection

Add data items 

with random 

labels

Modification

Data points 

modified 

randomly or 

applying an 

algorithm

Label Flipping

Labels flipped

OR

OR

Introducing a 

security 

control=Tree 

pruning
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Rating Threats

• DREAD model

• Greater granularization of threat potential

• Rates (prioritizes) each threat on scale of 1-15

• Developed and abandoned ☺ by Microsoft, still used by OpenStack

• Simple model, does not directly take into account whether the attack requires a timing 

window

Risk = Probability          *         Damage Potential

1-10 Scale
1 = Least probable

10 = Most probable

1-10 Scale
1 = Least damage

10 = Most damage
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DREAD

D

R

E

A

D

Reproducibility

Exploitability

Affected users

Discoverability

What are the consequences of a successful exploit?

Would an exploit work every time or only under certain circumstances?

How skilled must an attacker be to exploit the vulnerability?

How many users would be affected by a successful exploit?

How likely is it that an attacker will know the vulnerability exists?

Damage potential
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Example

Threat D R E A D Sum

Substitution of Training Data by Man-in-the-

Middle 

3 2 4 2 5 16

Potential for damage is high

(permanent backdoor , etc.)

Data can be substituted any time, but is only 

useful once system is deployed

Inserting data in non-authenticated 

connection requires moderate skill

All sensors could be affected, but in reality 

most won't be unauthenticated

Difficult to discover by testing the model

Prioritized

Risks


